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Abstract
The origin of the magnetism in some oxide-based diluted magnetic semiconductors is still a
puzzle. In this work, significantly ferromagnetic states of the oxygen-depleted In2O3(001)

surfaces are investigated on the basis of first-principles density functional calculations. Our
results show that the perfect oxygen-depleted surfaces are nonmagnetic; however, the surface
states become ferromagnetic with the appearance of vacancies on the most outward In sites.
The origin of the surface state magnetization can be explained using the Stoner model, and the
exchange coupling between surfaces In s–p hybridization orbitals implies a ferromagnetic
ground state. Our investigation gives a reasonable explanation for the source of the magnetism
in oxygen-depleted In2O3 nanostructures observed in previous experiments.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

For the last ten years, diluted magnetic semiconductors
(DMSs) have received considerable attention as regards
both fundamental research and potential applications in
spintronics [1, 2]. There are a number of nonmagnetic
(NM) metal oxide (MO) matrices, such as ZnO, TiO2, SnO2,
and In2O3, that have been shown to exhibit ferromagnetism
with transition metal doping [3–10]. Several undoped MO
thin film or nanoparticle systems have been reported to be
DMSs [11–13]; however, the origin of the ferromagnetism
(FM) for many MO DMSs is still controversial. Theoretical
investigations [14–19] have suggested that the intrinsic defects,
such as vacancies and interstitials, can also induce spin-
polarized states around them inside the MO matrices without
any assistance from external transition metal impurities. Such
intrinsic defects may contribute some of the magnetic moments
in the undoped MO DMS nanostructures; however, the
possibility of spin-polarized surface states for such thin films
or nanoparticles cannot be ruled out.

Recently, first-principles calculations for the oxides, such
as ZrO2, Al2O3, MgO [20] and ZnO [21], predicted stable
magnetic states for the O-terminated surfaces without external
magnetic atoms. The origin of the magnetic moments is the
spin-polarized 2p holes in the valence band. These results

indicate a new path along which to explore the mechanism
of the FM in MO DMSs. Nevertheless, the previous
theoretical studies only covered the case of magnetization
of oxygen-rich surfaces, while many MO DMSs, such
as In2O3 nanostructures, arise only under oxygen-depleted
conditions [12, 13]. So far, theoretical investigations [22–24]
of the source of the magnetism in the In2O3 systems mainly
focused on extrinsic impurities. Intrinsic defects, e.g. oxygen
vacancies, have been stereotyped as assisting the magnetic
interactions between those extrinsic impurities. Even though
the intrinsic defect model for bulk In2O3 has been studied [25],
there have been no reports on the magnetism induced by
intrinsic defects in bulk In2O3. The studies of the magnetism
of the oxides with oxygen-rich surfaces inspire us to consider
the possibility that the origin of the magnetic moments of the
oxygen-depleted In2O3 may be the surfaces.

In this work, the electronic structures and magnetic
properties of the oxygen-depleted In2O3 surfaces are studied
on the basis of first-principles calculations. Since previous
experiments have shown strong magnetic signals of In2O3 thin
film on (001) MgO [12], it is suggested that the magnetization
appears on the In2O3(001) surface. We considered two kinds
of perfect oxygen-depleted In2O3(001) surfaces; however,
both structures have no FM ground state. Hence the
most possible imperfect surface with two-coordinated surface
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Figure 1. The cubic conventional cell of bulk In2O3. The blue
(gray), gray and smaller red (deep gray) spheres represent the In1, In2

and O atoms, respectively.

In vacancies is also explored. Surprisingly, spontaneous
magnetization satisfying the Stoner mechanism [26] with FM
ordering is found for such defective surfaces. To the best
of our knowledge, this is the first theoretical report that s–p
hybridized FM states can occur for the intrinsic cations of the
oxide surfaces without the assistance of additional magnetic
impurities or even oxygen anions. Our discoveries suggest a
possible origin of the FM states for the oxygen-depleted d0

oxides: their surface states rather than the oxygen vacancies
inside the materials.

2. Computational methods

In order to understand the origin of surface magnetization,
we investigate the properties of oxygen-depleted In2O3(001)

surfaces by constructing several representative In2O3 slabs. We
chose a cubic bixbyite-type In2O3 cell consisting of eight In1

atoms and 24 In2 atoms (figure 1), which correspond to 8b and
24d Wyckoff positions of the Ia3̄ group, respectively. The
lattice constants a and b of the computational unit cell for the
slabs are fixed at 10.309 Å to match the relaxed structure of
bulk In2O3 and slabs are separated by a vacuum of 10 Å. The
stacking of the In atoms along the [001] direction is in the form
(4 In1 +4 In2)/8 In2/(4 In1 +4 In2)/8 In2. Therefore, two kinds
of perfect oxygen-depleted In2O3(001) surfaces corresponding
to In1+In2-terminated and In2-terminated atomic layers would
be expected to appear (figures 2(a) and (b)). Such unit cells
consist of 72 In and 96 O atoms. Furthermore, we also consider
a most possible defective surface, that is the In2-terminated
surface with the most outer atoms (In2(2)) vacant (figure 2(c)),
since fewer In–O bondings have to break for forming each
vacancy, and such a unit cell includes 68 In and 96 O atoms.

Density functional calculations with the generalized
gradient approximation (GGA-PBE) [27] were carried out

Figure 2. The relaxed structures of the slabs for In2O3(001): (a)
In1 + In2-terminated surface, (b) In2-terminated surface and (c) the
In2-terminated surface with In2(2) site vacancies. The symbols i–ix
indicate the atomic layers of In and O in the In2O3(001) slabs. In (a),
the white and deep gray spheres represent the surface In1 and In2

atoms. In (b) and (c), the dark, gray and white spheres represent the
surface In2(2), In2(3) and In2(4) atoms, respectively. The other light
gray and smaller red (deep gray) spheres represent inner In and O
atoms.

with the full-potential projector augmented wave (PAW)
method [28] implemented in the VASP code [29]. To ensure
the accuracy of the electronic calculations, an energy cut-
off of 400 eV for the plane wave basis was used and the
self-consistent field (SCF) energy convergence criterion was
set as 10−6 eV/atom. For structural relaxations, a conjugate
gradient calculation with 3 × 10−2 eV Å

−1
force convergence

criterion was applied to the fixed computational unit cell, and
a 3 × 3 × 1 k-point grid was used to sample the Brillouin zone.
To obtain the DOS spectrum, a finer 4×4 ×1 k-point grid was
used.

3. Results and discussion

For the In2O3 bulk system, the coordination numbers (CNs) of
the In and O are 6 and 4, respectively. However, the CN of
an atom on an In2O3 surface is altered due to the breaking of
the In–O bonding. The CNs of In atoms on (001) surfaces
are varied from 2 to 4, depending upon the positions along
the c-axis. For the oxygen-depleted In1 + In2-terminated
surfaces (figure 2(a)), the differences in height between In1

and In2 atoms are less than 10−3 Å, and the CNs of In1 and
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Figure 3. The partial density of states (PDOS) of nonmagnetic (NM) In2O3(001) surface states on (a) the In1 + In2-terminated surface, (b) the
In2-terminated surface and (c) the In2-terminated surface with In2(2) site vacancies. The thick gray solid lines represents the surface oxygen
(layer (vi) in figure 2) signals. The characters A–F indicate the peaks of surface states.

In2 are both 3. On the other hand, there are three kinds of
In2 atoms with various heights on the In2-terminated surfaces
(figure 2(b)). The CNs of surface In2(2), In2(3) and In2(4)

atoms are 2, 3 and 4, respectively. The changes of the CN
of the surface In atoms affect the electronic structures of the
surface layers. On the basis of the ionic model, the valence
of the indium in the bulk system is 3+, and there is no extra
valence electron on an In site. However, the CNs of the surface
In atoms drop to 2, 3 or 4, and the corresponding nonbonding
electrons for each site are 2, 1.5 and 1, respectively. For the
unit cell of In1 + In2-terminated surfaces, there are four In1 and
four In2 atoms on each side of the surface, and they contribute
twelve nonbonding electrons for each unit surface. Similarly,
there are two In2(2), four In2(3) and two In2(4) atoms for each
side of the In2-terminated surface per unit cell, and they also
provide twelve nonbonding electrons. If the In2(2) atoms are
removed, the number of nonbonding electrons decreases to 8.
The dangling bonds contributed by surface atoms are expected
to form surface states, while some of them are occupied by
nonbonding electrons.

3.1. The nonmagnetic electronic structures of In2O3(001)

surfaces

First, we discuss the perfect oxygen-depleted In2O3(001)

surfaces including the In1 + In2-terminated and In2-terminated
cases. Figure 3 shows the nonmagnetic (NM) density of
states (DOS) for the surface In and O. We found the signals
of the DOS near the Fermi level which are dominated by
surface layers and not observed for bulk In2O3, so this
implies that these states can be classified as surface states.
For the perfect oxygen-depleted In2O3(001) surfaces without

surface In vacancies, five surface states dominated by In s–p
hybridization orbitals can be observed (figures 3(a) and (b)).
The d orbitals of the In are still fully occupied in the valence
bands even for the surface atoms; therefore the d orbitals have
little effect on the surface states. On each side of the surface
in the unit cell, surface states C, D and E are individually
occupied by four extra valence electrons. Even though the
total DOS spectra for the two kinds of perfect surfaces are
quite similar, there are some different features which can be
worked out from the partial DOS (PDOS). It is clear that the
PDOS spectra of the In1 and In2 sites are very similar to each
other for the In1 + In2-terminated surface. In contrast, the
deviations of PDOS signals are obvious between In2(2), In2(3)

and In2(4) sites on the In2-terminated surface, since the states
B, D and the other surface states on the In2-terminated surface
are dominated by In2(4), In2(3) and In2(2) sites, respectively.
These results suggest that the site-dependent occupations of the
surface states are induced by the variation of the coordination
numbers or the valence charges among surface atoms. We also
observed that the energy of the surface state D on the In2-
terminated surface is about 0.2 eV lower than that on the same
state on the In1 + In2-terminated surface. This means that the
In2-terminated surface might be more stable than the In1 + In2-
terminated surface. The calculation results also indicate that
the total energy of the In2-terminated surface is 115 meV lower
than that of the In1+In2-terminated surface for each side of the
surface in a unit cell.

Now we consider the electronic structures of the In2-
terminated surfaces with In2(2) vacancies. When the In2(2)

atoms are removed, the surface electronic structures shown
in figure 3(c) exhibit that the states A and C are eliminated.
Nevertheless, the surface states F coming from the In2(2)–O
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Figure 4. The layer-decomposed DOS of the magnetic In2O3(001) In2-terminated surface with In2(2) site vacancies. The spectra in (a)–(e)
and (f)–(i) correspond to the DOS signals of In layers (i)–(v) and O layers (vi)–(ix) in figure 2(c), respectively. For each figure, the left and
right parts relate to spin majority and minority states, respectively.

broken bonds are formed, consequently. For each side of the
surface in the unit cell, the state F receives two nonbonding
electrons fed by surface indium atoms. Therefore, the In2(3)-
dominated state D becomes half-occupied under the NM
condition, which has the possibility of inducing spontaneous
magnetization.

3.2. The magnetic electronic structures of In2O3(001) surfaces

In order to investigate the magnetic properties of the
In2O3(001) surface, we performed spin-polarized density
functional calculations. Our results show that the electronic
structures for perfect In1 + In2-terminated and In2-terminated
surfaces still converge to NM states. In contrast, the stable
ferromagnetic (FM) state was found for the In2-terminated
surface with In2(2) vacancies. The layer-decomposed DOS
spectra are depicted in figure 4. We observed asymmetry of
signals between majority and minority states near the surface
layers, especially the In layers (i), (ii) and O layer (vi),
which indicates that the magnetization occurs for the surface
states. The exchange splits of the surface states D and E
are about 0.4 eV and 0.3 eV, respectively. Such splits cause
electron transfer from the minority D state to majority D state;
therefore, this implies the appearance of magnetic moments
of 2 µB for each side of the surface per unit cell, where the
average magnetic moments on the In2(3), In2(4) and surface
oxygen atoms are 0.27 µB, −0.08 µB and 0.03–0.05 µB,
respectively. The magnetization energy, defined as the energy
difference between the NM and the magnetic states for each
side of the surface per unit cell, is found to be 205 meV. This
shows that the FM state is more stable than the NM state for
the In2-terminated surface with In2(2) vacancies.

If the previous observations of the magnetic moments on
the In2O3 thin films [12] only come from the surfaces, the

density of the surface moments for thin films and nanoparticles
is 4.8×10−5 emu cm−2. Our result is 2 µB for each side of the
surface per unit cell, or 1.74 × 10−6 emu cm−2. The apparent
deviations of the surface magnetic moment density between the
experimental values and our theoretical value may reflect the
uncertainties of the assumptions for the effective surface area,
e.g. the effective surface area for the thin films would increase
due to the surface roughness. Nevertheless, our calculations
still confirm that the magnetic moments of the surface states
on oxygen-depleted In2O3 nanostructures must be an important
source of overall magnetization, since the order of magnitude
of the calculated surface moments does not depart too far from
the observed moments.

The origin of the magnetization is the exchange
interactions on the In2(3)-dominated surface state D. The
bandwidth of such a state is only about 0.1 eV as shown in
figures 3(c) and 4(a), which implies that the peak of the PDOS
for surface state D is larger than 5 states eV−1 for the In2(3)

atoms. It is known that the exchange–correlation integral I
for In atoms is about 0.4 eV [26]. According to the Stoner
criterion [26], spontaneous magnetization can occur on surface
state D. For the FM condition, the exchange coupling between
In2(3) and In2(4) through sharing oxygen is anti-parallel,
because the source of the magnetic moments on the In2(4) site
is the increase in minority state E under magnetization.

We also considered possible antiferromagnetic (AFM)
configurations of oxygen-depleted In2O3(001) In2-terminated
surfaces with In2(2) vacancies to study the stability of the FM
surface state and the exchange interactions among the surface
atoms. The spin density distributions of A-, B-, C-type AFM
and FM surface states are shown in figure 5. The A-type and
B-type AFM configurations are different, because all of the
In2(3) sites at the surface are aligned with x = 0.25 ± 0.005,
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Figure 5. The (a) A-type, (b) B-type, (c) C-type AFM and (d) FM configurations of the In2O3(001) In2-terminated surface with In2(2) site
vacancies. The red (brighter) and blue (darker) surfaces indicate the isovalues of the spin density (majority–minority) of 0.01 µB Å

−3
and

−0.01 µB Å
−3

, respectively. The green (light gray) lines are the unit cell boundaries.

0.75±0.005 and y = 0.0±0.0433, 0.5±0.0433 after structural
relaxation. Therefore, the A-type AFM cannot transform into
B-type AFM under symmetry operations. The magnetization
energies for A-, B-, and C-type AFM states are 50 meV,
44 meV, and 143 meV, respectively. This implies that the FM
state is the most stable magnetization state, while the C-type
AFM state is the most stable AFM state. We observed that the
absolute values of magnetic moments on In2(4) atoms for A-
and B-type AFM states are 0.00 µB, while they are 0.08 µB

for the C-type AFM and FM cases. For A- and B-type AFM
states, the elimination of the magnetic moments on the In2(4)

sites is due to the preservation of the c2 rotational operation
on the In2(4) sites, while the nonzero magnetic moments on
the In2(4) sites for C-type AFM and FM cases still obey
such symmetry operations. The elimination of the magnetic
moments on the In2(4) sites blocks the actions of the exchange
splitting; therefore the total energies for A- and B-type AFM
states are rising. As regards the FM and C-type AFM cases, the
increasing of the energy for the C-type AFM state comes from
the existence of parallel coupling between In2(3) and In2(4)

sites, which interrupts the natural exchange coupling between
In2(3) and In2(4).

4. Conclusions

In conclusion, here, the magnetic states of the oxygen-depleted
In2O3(001) surfaces have been investigated on the basis of

first-principles density functional calculations. Spontaneous
magnetization can occur on the In2-terminated surface with
In2(2) site vacancies, while they are still nonmagnetic (NM)
for the perfect In1-terminated and In2-terminated surfaces. The
origin of the spontaneous magnetization on the surfaces is
the half-filling of the surface states consisting of the In s–p
hybridization orbitals, and the magnetization mechanism can
be explained using the Stoner model. The FM state is the
most stable magnetic phase, as is found by comparing the
magnetization energies with those of the other A-, B- and C-
type AFM states, since these AFM states interfere with the
natural exchange coupling between In2(3) and In2(4) through
sharing oxygen. Unlike previous models, e.g. oxygen-rich
oxide surfaces or vacancies inside the oxides, our research
demonstrates robust FM states of a novel type, induced by
the defective oxygen-depleted oxide surfaces, and it gives a
new direction for clarifying the controversial derivations of the
magnetism in oxygen-depleted d0 oxides.
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